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ABSTRAK 
Jambu biji adalah tanaman buah yang banyak  berkembang di daerah dengan iklim tropis ataupun subtropis, seperti di negara 

Mexico, Amerika Selatan, Indonesia dan negara disekitarnya. Beberapa jenis jambu memiliki daun yang mirip, maka akan 

sulit untuk membedakan jenisnya. Salah satu alternatif yang dapat digunakan untuk permasalahan tersebut adalah klasifikasi 

menggunakan teknik Image Processing (pengolahan citra) dengan menggunakan metode Convolutional Neural Net-

works(CNN). Pengolahan citra pada daun jambu dilakukan untuk mengenali warna dan teksturnya. selanjutnya akan di proses 

menggunakan metode Convolutional Neural Networks (CNN). Jumlah Dataset yang digunakan sebanyak 880 gambar, 640 

sebagai data train, 160 sebagai data validasi dan 80 sebagai data uji, data tersebut dibagi menjadi 4 kelas. Hasil dari proses 

pelatihan terhadap model pada penelitian ini mendapat nilai akurasi sebesar 97%. Sedangkan pada pengujian terhadap data 

baru menggunakan data test pada dataset dimana model di uji menggunakan 20 data citra daun jambu pada masing-masing 

kelas dan mendapatkan hasil rata-rata nilai akurasi sebesar 93%. 

   

Kata Kunci: Jambu biji, Image Processing, Klasifikasi, CNN 
 

ABSTRACT 
 

Guava is a fruit that is widely grown in areas with tropical or subtropical climates, such as in Mexico, South America, Indo-

nesia and surrounding countries. Some types of guava have similar leaves, so it will be difficult to distinguish the type. An 

alternative that can be used is classification using Image Processing, namely the Convolutional Neural Networks (CNN) 

method. Image processing on guava leaves is done to recognize the color and texture. then it will be processed using the 

Convolutional Neural Networks (CNN) method. The dataset used is 880 images. 640 as train data, 160 as validation data and 

80 as test data, the data is divided into 4 classes. The final accuracy result is 97%. Testing on 20 new datasets resulted in an 

accuracy of 93%. 

  

Keywords: Guava, Image Processing, classification, CNN 
 

I. PENDAHULUAN 

Tanaman jambu biji merupakan buah yang berasal dari 

daerah tropis maupun subtropic.[1] Jenis tanaman jambu biji 

ini beranekaragam diantaranya adalah jambu Australia, 

jambu gunung, jambu kristal, jambu merah dan jambu 

mini.[2] Tanaman jambu biji jika sudah tampak buahnya akan 

mudah sekali dibedakan jenisnya terutama saat buah telah 

siap untuk dikonsumsi. Disisi lain, tanaman jambu biji jika 

masih dalam kondisi belum berbuah atau hanya tampak 

pohon dan daunnya saja akan sulit dibedakan dikarenakan 

Daun jambu biji bervariasi dalam bentuk dan ukuran serta 

menunjukkan keragaman genetik yang cukup luas.[3] Oleh 

karenanya, tujuan dari penelitian ini adalah untuk mengetahui 

jenis tanaman jambu biji berdasarkan tekstur daunnya.  

Kesulitan membedakan jenis tanaman jambu biji ini sering 

menjadi permasalahan di dunia pertanian, terutama bagi 

petani pemula. Terkadang mereka terjebak dalam pemilihan 

jenis tanaman jambu biji ini yang mengakibatkan saat panen 

tidak sesuai harapan. Dengan penelitian ini harapannya ada-

lah program yang dihasilkan dapat membantu petani dalam 

mendeteksi dini jenis tanaman jambu biji berdasarkan tekstur 

daunnya, sehingga petani bisa mengetahui jenis tanaman 

jambu biji apa yang akan mereka tanam.  

Daun tanaman merupakan salah satu biometric dan karak-

teristik tanaman. Hal ini dikarenakan bentuk daun dan tulang 

daun berbeda-beda tergantung dari jenis tanamannya. 

Struktur tulang daun merupakan salah satu ciri khas daun 

yang berperan penting dalam mengklasifikasikan jenis tum-

buhan melalui serangkaian proses pencitraan [3] 

Timbul permasalahan ketika seseorang melihat tanaman 

jambu dan ingin mengetahui jenis jambu yang dilihatnya. Be-

berapa jenis jambu memiliki daun yang mirip, maka akan su-

lit untuk membedakan jenisnya. Untuk mengatasi keterbata-

san manusia untuk mengetahui jenis jambu maka diperlukan 

adanya penelitian sebagai solusi. Penelitan ini diharapkan 

dapat membantu mengklasifikasi jenis jambu dari gambar 

daun yang dimaksukkan dan diproses menggunakan metode. 

Sehingga dibutuhkan metode yang dapat menggolongkan 

jambu secara otomatis melalui serangkaian proses pen-

golahan citra daun jambu.  

Salah satu alternatif yang dapat digunakan untuk permasa-

lahan tersebut adalah menggunakan teknik Image Processing 

(pengolahan citra) dengan menggunakan metode Convolu-

tional Neural Networks (CNN). Pengolahan citra pada daun 

jambu dilakukan untuk memproses citra daun jambu dengan 
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mengenali warna dan teksturnya selanjutnya hasil akan di 

proses lebih lanjut menggunakan metode Convolutional Neu-

ral Networks (CNN). Pada penelitian ini metode Convolu-

tional Neural Networks (CNN) di gunakan sebagai salah satu 

cara untuk membantu proses pengklasifikasian objek. 

Berdasarkan latar belakang dari permasalahan tersebut, 

judul skripsi yang diambil pada penelitian ini adalah “Klas-

ifikasi Jenis Jambu Berdasarkan Warna Dan Tekstur Daun 

Menggunakan Metode Convolutional Neural Network 

(CNN). Dengan penelitian ini diharapkan proses klasifikasi 

jenis jambu dapat membantu dalam pengenalan jambu dari 

daun untuk menentukan jenis jambu yang dilakukan dengan 

mudah, cepat, dan akurat.   

 

II. LANDASAN TEORI 

A. Jambu 

Jambu biji atau dalam Bahasa ilmiahnya disebut Psidium 

guajava L. dan lebih popular disebut guava, adalah jenis 
tanaman suku myrtle (Myrtaceae). Kandungan pada buah 
dan daun jambu biji sangat banyak, sehingga sering di-
jadikan sebagai bahan untuk obat tradisional.[1] Salah 
satu penamfaatan daun biji adalah untuk obat diare[5] se-
dangkan buahnya sering digunakan untuk suplemen ma-
kanan karena banyak mengandung vitamin C.[6] 

Buah jambu biji (Psidium guajava) atau Guava merupakan 

salah satu buah yang bisa tumbuh di daerah beriklim tropis 

maupun subtropis, seperti di Mexico, Amerika Selatan, Indo-

nesia maupun negara-negara disekitarnya.[1] 

Manfaat jambu biji tidak hanya terdapat pada buahnya tapi 

juga pada daunnya. Daun jambu biji mengandung senyawa 

aktif tanin, triterpenoid, flavonoid, dan saponin. Tujuan 

penelitian untuk mengetahui perbedaan efektivitas dan daya 

hambat dari konsentrasi 60%, 50%, 40%, 30%, 20%, dan 

10% antara ekstrak daun jambu biji buah merah dan putih ter-

hadap pertumbuhan Lactobacillus acidophilus ATCC® 

4356TM.[2]  

Daun pada tanaman jambu biji memiliki struktur daun 

tunggal dan mengeluarkan aroma yang khas jika diremas. 

Kedudukan daunnya bersilangan dengan letak daun berhada-

pan dan pertulangan daun menyirip. Terdapat beberapa ben-

tuk daun pada tanaman jambu biji, yaitu: bentuk daun lon-

jong, jorong, dan bundar telur terbalik. Bentuk daun yang pal-

ing dominan adalah bentuk daun lonjong. Perbedaan pada 

bentuk daun dapat dipengaruhi oleh faktor genetik dan faktor 

lingkungan.[7] Daun jambu biji umumnya berwarna hijau 

pada tiap varietas, berbeda pada Varietas Australia yang 

memiliki warna daun merah. Jambu biji Varietas Australia 

memiliki ciri khas yang unik, yaitu batang, daun, bunga, mau-

pun buahnya berwarna merah tua[7].  

Tanaman jambu biji (Psidium guajava) berdaun tunggal 

dengan bentuk lonjong, tepi tumpul, bagian bawah membulat, 

dan tepi rata Daun jambu biji memiliki panjang 6-14 cm dan 

lebar 3-6 cm. Daun ini memiliki warna hijau kekuning-

kuningan dan memiliki daun berduri Panjang. Daunnya ber-

bentuk lonjong, dengan tepi atas dan bawah melengkung ke 

atas. Buahnya bulat sampai lonjong, merah, hijau sampai 

kuning-hijau. Buah pohon ini sangat lebat dan terdapat di ten-

gah pohon, dengan biji yang banyak[3].  

Untuk melihat ciri-ciri daun jambu kristal yakni terletak 

pada bentuk daun yang terlihat lebih lebar dan memiliki ujung 

daun yang lebih bulat membulat serta tekstur daun yang 

terlihat lebih halus. Gambar 2.1 menunjukkan gambar daun 

jambu kristal.   

 

 

Gambar 1. Daun Jambu Kristal 

Untuk melihat ciri-ciri daun jambu gunung yakni terletak 

pada bentuk daun yang terlihat lebih lonjong dan memiliki 

ujung daun yang sedikit lancip serta tekstur daun yang lebih 

kasar. Gambar 2 menunjukkan gambar daun jambu gunung.   

 

 

Gambar 2 Daun Jambu Gunung 

Untuk melihat ciri-ciri daun jambu merah australia yakni 

terletak pada bentuk daun yang terlihat lebih lebih kecil dan 

lonjong serta memiliki ujung daun yang sedikit runcing serta 

tekstur daun yang terlihat lebih halus dan warna daun yang 

berwarna merah. Gambar 3 menunjukkan gambar daun 

jambu merah australia.   

 

 

Gambar 3 Daun Jambu Merah Australia 

Untuk melihat ciri-ciri daun jambu mini yakni terletak 

pada bentuk daun yang terlihat lebih kecil dan memiliki ujung 

daun yang runcing serta tekstur daun yang terlihat lebih kasar 

serta warna daun yang sedikit lebih gelap. Gambar 4 menun-

jukkan gambar daun jambu mini.   

 

 

Gambar 4 Daun Jambu Mini 

B. Google Colab 

Google Colaboratory atau yang lebih umum dengan 

sebutan google colab, adalah sebuah layanan free cloud yang 

disediakan oleh google dalam bentuk executable document 

yang dapat digunakan untuk menyimpan, menulis, mengedit 

serta membagikan program yang telah disimpan pada Google 
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Drive.  Software colab ini hampir mirip dengan Jupyter Note-

book, sebuah cloud yang dijalankan dengan perantara 

browser, seperti Google Chrome dan Mozilla Firefox[8].  

Colab dapat mengimpor set data gambar, melatih 

pengklasifikasi gambar di dalamnya, dan mengevaluasi 

model, semuanya hanya dalam beberapa baris kode. Note-

book Colab mengeksekusi kode di server cloud Google, 

artinya dapat memanfaatkan kekuatan perangkat keras 

Google, termasuk GPU dan TPU, terlepas dari kekuatan me-

sin [9]. 

C. Klasifikasi 

Klasifikasi merupakan suatu bentuk analisisa data yang 

memperoleh pola-pola yang menggambarkan kategori-kate-

gori penting dari data. Klasifikasi ini melibatkan dua tahap 

proses. Fase pertama disebut juga fase pembelajaran 

(pengembangan model klasifikasi) dan fase kedua adalah fase 

klasifikasi, dimana model digunakan untuk memprediksi skor 

class dari data yang diberikan. Keakurasian model klasifikasi 

bisa ditentukan oleh beberapa percobaan yang diberikan 

dengan menghitung persentase data test yang diklasifikasi-

kannya dengan akurat oleh model classification. Apabila 

akurasi classification dianggap baik, berarti classification ter-

sebut bisa dipergunakan sebagai classification data lain[10]  

D. Deep Learning 

Deep Learning merupakan cabang ilmu pembelajaran un-

tuk dirancang melakukan suatu analisa data dan struktur 

logika. Deep Learning memiliki tool-nya sendiri yang dida-

lamnya terdapat sebuah struktur algoritma yang berlapis – la-

pis atau yang lebih dikenal dengan sebutan jaringan saraf 

tiruan. Deep Learning dapat mengetahui dan mampu 

melakukan klasifikasi suatu objek, suara, dan text. Pembela-

jaran mendalam ini merupakan bagian dari kecerdasan buatan 

(AI) dan pembelajaran mesin (ML). Deep learning juga hasil 

dari fork machine learning yang mengimplementasikan jarin-

gan syaraf tiruan yang secara alami memiliki banyak hidden 

layer.[11]  

 

 

 

 

 

 

 

 

 

gambar 5: Lapisan Layer Deep Learning 

Sumber: [12] 

 
Gambar 1 di atas merupakan contoh lapisan pada layer 

deep learning. Lingkaran yang berwarna merah yaitu lapisan 

(layer input), lingkaran berwarna kuning yaitu lapisan 

tersembunyi (layer hidden), lingkaran berwarna merah yaitu 

lapisan keluaran (output layer) dan lingkaran-lingkaran terse-

but merepresentasikan neuron. Pada setiap (hidden layer) 

atau lapisan tersembunyi mempunyai beberapa atau lebih dari 

satu neuron. 

E. Convolutional Neural Networks (CNN) 

Convolutional Neural Network adalah algoritma pembela-

jaran mendalam yang merupakan peningkatan persepsi 

multilayer (MLP) yang dirancang untuk memproses data da-

lam format 2 dimensi, seperti gambar dan suara. CNN 

digunakan untuk mengklasifikasikan data berlabel 

menggunakan teknik pembelajaran yang diawasi (Supervised 

Learning). Supervised Learning mempunyai sistem data yang 

sudah dilatih dan ada variabel target, jadi metode ini  ber-

tujuan untuk mengelompokkan data, dengan mengolah data 

yang ada.  

Convolutional Neural Network (CNN) memiliki lapisan 

rangkaian neuron tiga dimensi (tinggi, lebar dan kedalaman). 

Lebar dan tinggi mewakili ukuran lapisan, dan kedalaman 

menunjukkan jumlahnya lapisan. Convolutional Neural Net-

work (CNN) bisa mempunyai puluhan sampai ratusan 

lapisan, yang masing-masing belajar untuk mengenali gam-

bar yang berbeda. Pemrosesan citra diterapkan pada setiap 

data training dengan ukuran resolusi berbeda, dan keluaran 

dari setiap gambar yang diproses dan dipakai untuk proses 

selanjutnya. Pemrosesan gambar dimulai dari fitur sederhana 

seperti cahaya dan sudut, atau membuat fitur kompleks yang 

mengidentifikasi objek unik berdasarkan ketebalan 

lapisan.[13] 

Pada gambar 2, Convolutional Neural Network (CNN) 

dibagi menjadi dua lapisan. Lapisan pertama merupakan 

lapisan khusus yang terletak di awal arsitektur, yang memiliki 

beberapa lapisan dan masing-masing memiliki neuron yang 

terhubung ke wilayah lapisan sebelumnya. Jenis lapisan per-

tama merupakan lapisan konvolusi dan lapisan berikutnya 

merupakan pooling layer(pengelompokan). Setiap level 

diberikan fungsi aktivasi yang beralih antara mode pertama 

dan kedua. Lapisan ini menerima dan dengan cepat 

memproses gambar input untuk membuat gambar vektor 

yang diproses oleh lapisan selanjutnya. Lapisan kedua meru-

pakan lapisan classfication layer setiap lapisan mengandung 

neuron yang terhubung dengan lapisan lainnya. Lapisan ini 

mengambil input dari lapisan ekstraksi fitur gambar sebagai 

vektor dan kemudian mengubahnya menjadi jaringan Multi-

Neural dengan penambahan beberapa lapisan tersembunyi 

(hidden layer). Outputnya adalah akurasi kelas untuk klasifi-

kasi. [14] 

 

 

 
Gambar 6 Arsitektur CNN secara umum 

Sumber: [13] 

 

 

 
Gambar 7 Simulasi Arsitektur CNN pada daun Jambu 

 



NJCA - Volume 6, Nomor 2, Desember 2021: 19 – 28 

  
 

22 

 

III. METODOLOGI PENELITIAN 

Penelitian ini menggunakan metode kuantitatif karena data 

pada penelitian ini berupa angka-angka dan analisis 

menggunakan statistik penelitian yang menekankan pada an-

alisis data-data numerik (angka) yang diolah dengan metode 

statistik. Pada dasarnya, pendekatan kuantitatif dilakukan 

pada penelitian inferensial (pengujian hipotesis) dan 

menyandarkan kesimpulan hasilnya pada suatu probabilitas 

kesalahan penolakan hipotesis nol (nihil). Dengan metode 

kuantitatif, diperoleh signifikansi perbedaan kelompok atau 

hubungan antar variable yang jelas[15].  

Kerangka atau perancangan sistem yang akan digunakan 

atau dibangun dalam penelitian ini meliputi beberapa tahap 

yakni pengumpulan dataset, preposesing, arsitektur model, 

pengklasifikasian dengan menggunakan Deep Learning dan 

metode Convolution Neural Network (CNN), pengujian 

model dan interpretasi hasil. Dimulai dari pengumpulan data 

yang di lakukan dengan cara mengumpulkan dataset daun 

jambu sebanyak 750 gambar dataset, lalu di lanjut dengan 

tahapan preprocessing (pra pemrosesan) yang berguna untuk 

menyiapkan berbagai data citra daun jambu agar digunakan 

dengan optimal, selanjutnya dilakukan tahapan arsitektur 

model yang digunakan untuk pemodelan dengan api keras 

yang terdapat dari beberapa fungsi untuk memanggil pembu-

atan model yakni model sequental, dilanjutkan dengan taha-

pan selanjutnya yakni dengan tahapan Klasifikasi yakni tahap 

pengklasifikasian data citra daun jambu yang telah di normal-

isasikan lalu di lakukan proses klasifikasi dengan algoritma 

CNN pada lapisan terakhir model, citra yang di input selan-

jutnya akan di proses melalui konvolusi yang berdasarkan 

pada lapisan konvolusi pada model CNN, selanjutnya di 

lakukan tahapan pengujian model yakni proses yang di 

lakukan setelah mendapatkan model dari proses training oleh 

CNN untuk mengevaluasi model yang di buat agar supaya 

dapat dikenali datasetnya, proses pengujian model ini meru-

pakan proses memasukkan file citra daun jambu dari data 

testing yang sudah tersedia pada dataset, dan di tahapan tera-

khir yakni implementasi hasil yakni pengujian model yang di 

lakukan setelah mendapatkan model dari proses training oleh 

CNN dengan model yang yang nantinya akan menghasilkan 

sebuah output dan di hitung dari bobot yang telah ditingkat-

kan. Kemudian akan dibandingkan dengan bobot model dari 

data train, sehingga model klasifikasi data train dapat 

mengklasifikasikan data uji tersebut ke label atau kelas yang 

sesuai. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 8. Metode penelitian 

 

Gambar 8 di atas dapat dijabarkan sebagai berikut: 

1. Pengumpulan data 

Pengumpulan data dilakukan dengan cara mengumpulkan da-

taset daun jambu. Dalam dataset tersebut, terdapat 750 data 

gambar daun jambu dengan total ukuran 305 MB dan ukuran 

pixel dataset yang masih bawaan (original) atau belum dinor-

malisasikan Ada lima  jenis dataset yang nantinya akan 

digunakan pada penelitian ini yaitu jambu Australia, jambu 

gunung, jambu kristal, jambu merah dan jambu mini. 

2. Preprocessing 

Tahapan preprocessing (pra-pemrosesan) yang berguna un-

tuk menyiapkan berbagai data citra daun jambu agar dapat 

digunakan dengan Optimal. Yaitu dengan  cara me-resize 

semua ukuran citra agar semuanya sama. Karena citra daun 

jambu dari dataset yang telah dikumpulkan memiliki banyak 

ukuran piksel yang berbeda-beda.  

3. Arsitektur Model CNN 

Arsitektur model yang digunakan merupakan model MLP 

dengan banyak lapisan. Pada API Keras terdapat beberapa 

fungsi untuk memanggil pembuatan model yakni model Se-

quential. Dengan model Sequential cukup mudah untuk 

membuat beberapa jaringan syaraf dengan banyak lapisan 

4. Klasifikasi CNN 

Data citra daun jambu yang telah dinormalisasi berikutnya 

sudah siap untuk dilakukan proses klasifikasi dengan algo-

ritma CNN. Proses klasifikasi dilakukan pada lapisan terakhir 

model. Citra input selanjutnya akan diproses melalui kon-

volusi dan proses pooling pada tahapan feature learning. 

Jumlah proses konvolusi yang berdasarkan lapisan konvolusi 

pada model CNN. Jumlah filter dan ukuran kernel memiliki 

beberapa ukuran berbeda-beda pada setiap proses konvolusi. 

Kemudian dilakukan proses flatten atau proses mengubah 

feature map hasil pooling layer ke dalam bentuk vektor. 

Proses ini biasa juga disebut dengan tahap fully Connected 

layer. 

5. Pengujian Model 

Pengujian model dilakukan dengan penginputan file citra 

daun jambu dari data testing yang ada pada dataset kedalam 

model fit, yang selanjutnya akan menghasilkan output dan 

menghitung bobot tambahan. Jika berhasil maka dilanjutkan 

ke proses penghitungan akurasi sedangkan jika tidak berhasil 

maka kembali ke proses klasifikasi cnn. Setelah melakukan 

pengujian data maka selanjutnya melakukan pengujian eval-

uasi performa menggunakan confusion matrix dan classifica-

tion report untuk mengukur performa model klasifikasi 

berupa akurasi, precission, dan recall. Formulanya Nampak 

pada rumus nomor 1,2 dan 3. 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖     =    
         𝑇𝑃+𝑇𝑁         

   𝑇𝑜𝑡𝑎𝑙     
 𝑥 100%      (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙         =   
𝑇𝑃

       𝑇𝑃 + 𝐹𝑁         
 𝑥 100%      (2)  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =   
𝑇𝑃

      𝑇𝑃+𝐹𝑃        
 𝑥 100%       (3) 

 

Keterangan :    

TP (True Positif)   =  Jumlah data true terdeteksi positif 

TN (True Negative)  = Jumlah data true tedeteksi negtive 

FP (False Positif)   = Jumlah data false terdeteksi positif 

FN (False Negative) = Jumlah data false terdeteksi negative 

 

6. Implementasi Hasil 
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Pengujian model akan dilakukan setelah mendapatkan 

model dari proses training oleh CNN untuk mengevaluasi 

model yang dibuat agar dapat mengenali datasetnya. Proses 

pengujian model ini merupakan proses memasukkan file citra 

daun jambu dari data testing yang sudah tersedia pada dataset 

ke dalam fit() model yang nantinya menghasilkan sebuah out-

put dan dihitung bobot yang telah ditingkatkan. Kemudian 

akan dibandingkan dengan bobot model dari data train, se-

hingga model klasifikasi data train dapat mengklasifikasikan 

data uji tersebut ke label atau kelas yang sesuai. 

Hasil akurasi merupakan salah satu indikator untuk men-

gevaluasi model klasifikasi. Dimana sistem klasifikasi akan 

memperoleh hasil output berupa akurasi dari proses pen-

gujian model. Untuk melakukan pengujiannya dengan 

menggunakan rumus yang mampu menghitung nilai akurasi 

dengan menggunakan rumus 4. 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
∑ Data  benar

∑ Data  uji
 𝑋 100%        (4) 

Keterangan : 

∑ Data benar = Jumlah banyaknya data yang telah teriden-

tifikasi benar 

∑ Data uji  = Jumlah banyaknya data keseluruhan yang 

dipakai 

IV. HASIL DAN PEMBAHASAN 

1. Pengumpulan Dataset 

Dataset yang digunakan pada penelitian ini adalah citra 

daun jambu gunung, jambu merah australia, jambu kristal dan 

jambu mini. Jumlah gambar yang ada pada dataset adalah 

1.100 sampel gambar yang terbagi menjadi 800 sampel data 

training dan 200 sampel data validation dan 100 sampel data 

uji dengan resolusi yang sama yakni 150x150.  

Dataset diperoleh melalui observasi atau pengamatan 

secara langsung yang bertujuan untuk mengetahui bagaimana 

karakteristik jenis jambu berdasarkan daun. Observasi dil-

akukan dengan cara mengamati dan memahami tekstur dan 

warna pada daun jambu.  

Dataset dipersiapkan untuk dipelajari oleh model, dataset 

asli yang telah di kumpulkan kemudian akan dilakukan tahap 

preprocessing. Dalam preprocessing dataset tersebut, dataset 

akan dipelajari dari segi tampilan gambarnya, ukuran gam-

barnya, ukuran shape gambar dan proporsi masing-masing 

kelas, tujuannya yaitu untuk mendapatkan insight terhadap 

dataset, dataset yang di dapatkan merupakan hasil gambar asli 

yang di ambil secara langsung melalui kamera smartphone 

samsung dengan kamera 48 megapixel resolusi 9:16 dengan 

pengambilan gambar kurang lebih dengan jarak 5 - 8cm 

dengan latar belakang warna putih yang di lakukan di luar ru-

mah pada siang hari dengan objek dataset daun jamu dengan 

cahaya yang maksimal sebagus mungkin dan tanpa bayangan.  

 

 

 

 

 

 

 

 

Gambar 9. Proses pengambilan dataset 

Pada gambar 10, gambar 11, gambar 12 dan gambar 13 meru-

pakan gambar contoh citra dari lima jenis daun jambu. 

 

 

 

 

 

 

 

 

 

 

Gambar 10. Daun Jambu Australia 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 11. Daun Jambu Gunung 

 

 

 

 

 

 

 

 

 

 

Gambar 12. Daun jambu kristal 

 

2. Prepocesing 

Prepocessing adalah sebuah proses yang dilakukan pada 

suatu citra digital sebelum sebelum dilakukan tahap citra se-

lanjutnya. Tahapan pre-processing dibagi menjadi dua bagian 

diantaranya image geneator dan image augmentation. 

a. Image Geneator 

Pada sub bab ini dataset akan dinormalisasikan  agar 

pengujian berjalan dengan optimal dengan melakukan 

input beberapa featurs  seperti rotation range, width 

shift range, heigth shift range, shear range, zoom range, 

horizontal flip,  fill mode, vertical flip, fill mode. 

Image Generator dilakukan dalam delapan proses yaitu, 

Proses pertama yang dilakukan adalah import data gen-

erator dengan menggunakan bantuan keras library ten-

sorflow. Kemudian proses kedua adalah dilakukan split 

train data generator dengan bebarapa parameter. ketiga, 

gambar dirotasi sebesar 40 derajat serta dilakukan 

pergeseran gambar dengan menentukan batas pecahan 

dari total lebar dan digeser ke kiri atau ke kanan secara 

acak. Keempat adalah Proses peninggian gambar juga 

dilakukan secara secara acak, dengan menentukan batas 

pecahan dari total tinggi dan digeser ke atas atau ke 

bawah secara acak. Kelima gambar mengalami peregan-

gan atau pergeseran sudut sebesar 0.2 serta gambar di-

perbesar 0.1. keenam, pengisian pixel yang kosong pada 

gambar. Ketujuh, dilakukan memutar balik gambar 
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secara horizontal dan secara vertical. Langkah terakhir 

yaitu kedelapan dilakukan normalisasi pixel gambar an-

tara 1-255. 

Tahap selanjutnnya  setelah dilakukannya proses kon-

figurasi parameter pada image augmentation tahap se-

lanjutnya adalah menentukan ukuran batch size, ukuran 

target gambar yang akan dihasilkan dan membagi gam-

bar yang akan di generator ke data train dan data vali-

dasi. Pada penelitian ini digunakan ukuran gambar sebe-

sar 150 x 150. 

 

 
 

b. Image Augmentation 

Setalah melakukan proses image generator maka taha-

pan selanjutnya adalah melakukan tahapan image aug-

mentation yang bertujuan untuk merubah ukuran gam-

bar menjadi sama. 

Proses yang dilakukan pada Image Augmentation se-

bagai berikut, pertama dilakukan pembuatan variable 

train_generator dengan memanggil variable datagen 

dari direktori train. Kedua, ukuran target yang 

digunakan dalam proses training. Ketiga, mode yang 

dipilih adalah categorical dikarenakan penelitian ini 

menggunakan multi class. Keempat, banyaknya citra 

yang dimasukan dalam setiap steps training. Kelima, 

data didalam folder tersebut diacak sehingga tidak 

sesuai urutan yang ada seperti urutan alfabetik. 

 
 

3. Arsitektur CNN 

Pada model, API fungsional baru juga dapat dibuat 

dengan menggunakan tensorflow. Ini memungkinkan 

untuk mengekstrak sub-komponen model dengan cepat 

[9] Model yang digunakan berbentuk sequential, pada 

penelitian ini menggunakan beberapa susunan layer. 

Penelitian ini menggunakan kernel 3x3. Pada penelitian 

ini menggunakan 4 konvolusi layer dengan filter 32, 32, 

64, dan 64. 

Model CNN pada pelitian ini dibangung dengan library 

tensorflow untuk pembuatan model. Layer yang ter-

susun menggunakan filter 32 dan kernel size 3 x 3 dan 

menggunakan stride 1 serta, menggunakan fungsi akti-

vasi relu dan menentukan input shape sebesar 150 x 150 

dan 3 chanel RGB. Berikutnya lakukan konvolusi 

dengan aktivasi relu juga menggunakan 32 filter dan ter-

dapat max pooling layer, max pooling selalu berada 

setelah konvolusi layer, max pooling layer berfungsi un-

tuk mereduksi resolusi gambar agar proses ketika pelati-

han lebih cepat. Hasil dari convolusi  dilanjut dengan 

activation dengan menggunakan filter 64. Berikutnya 

dilakukan perataan gambar menjadi 1 dimensi yang 

disebut dengan flatten. Pada baris ke tujuh terdapat hid-

den layer dengan fungsi aktivasi yang umum digunakan 

untuk klasifikasi gambar yaitu fungsi aktivasi relu 

dengan variasi perceptron 128. Pada baris kedelapan 

terdapat hidden layer dengan percepton 4 menggunakan 

fungsi aktivasi softmax untuk klasifikasi banyak kelas 

atau multiclass. 

 
 

4. Klasifikasi dengan CNN 

Setelah dilakukan proses preprocessing pada data seta 

sudah terbentuknya model maka data akan di klasifikasi. 

Proses training terhadap model dilakukan dengan cara 

memanggil model fit() serta mengisi parameter dian-

taranya iterasi atau epoch dari pelatihan yang nantinya 

ditampilkan untuk melihat performa model pada saat 

proses training. Selanjutnya dilakukan uji model 

menggunakan confusion matrix dan classification re-

port untuk mengukur performa model berupa akurasi, 

presisi, dan recal. Hasil akhir akan menampilkan akurasi 

pengujian data validasi. 

 

 
 

 

 

 

 

 

 

 

Gambar 13. Hasil Trainin 

Pada Gambar 13 merupakan proses pelatihan model ter-

hadap data training dan data validation, model 

menggunakan callbacks early stoping dengan monitor 

1. from tensorflow.keras.preprocessing.im-
age importImageDataGenerator 

2. train_datagen = ImageDataGenerator( 
3. rotation_range=40,  
4. width_shift_range=2,  
5. height_shift_range=0.2,  
6. shear_range=0.2,  
7. zoom_range=0.1,  
8. fill_mode="nearest", 
9. horizontal_flip=True,  
10. vertical_flip=True,  
11. rescale=1./255,  

 

1. train_generator = train_dat-
agen.flow_from_directory(dir_train, 

2. target_size=(150, 150),  
3. class_mode="categorical",  
4. batch_size=32,  

5. shuffle=True  

1. import tensorflow as tf 

model = tf.keras.models.Sequtial 

([                           

2. tf.keras.lay-

ers.Conv2D(32, (3,3), strides=(1, 1), a

ctivation='relu', in-

put_shape=(150, 150, 3)), #Ker-

nel size 3 x 3 

tf.keras.layers.MaxPooling2D(2, 2), 

3.  ………… 

4. ………… 

5. ………….. 

6. tf.keras.layers.Flatten(),     

7. tf.keras.layers.Dense(128, activa-

tion='relu'), 

8. tf.keras.layers.Dense(5, activa-

tion='softmax')     

]) 

9. model.compile( 

 optimizer=tf.optimizers.Adam(learn-

ing_rate=0.002,   

    loss='categorical_crossentropy', 

    metrics=['accuracy']) 

model.summary() 

 

1. log = model.fit( 

2. train_generator, 

3. steps_per_epoch=25,   

4. epochs=400,  

5. validation_data=validation_generator, 

6. validation_steps=6,  

7. callbacks=[cb] 



Malik 

Klasifikasi Jenis Jambu Biji berdasarkan tekstur daun menggunakan Convolutional Neural Networks (CNN)  

 

25 

 

validation loss, proses pelatihan akan terus berjalan 

sesuai dengan epoch yang ditentukan yakni 400 epoch. 

1. Loss menyatakan nilai dari loss function, terlihat 

bahwa pada Gambar 8 epoch kesatu loss mendapat-

kan nilai yang cukup besar kemudian nilai itu 

menurun untuk setiap epoch. 

2. Accuracy merupakan nilai akurasi dari data latih, 

terlihat pada Gambar 8 akurasi yang didapat 0.4836 

atau bisa dibilang 48%, hal ini diharapkan terus 

meningkat seiring bertambahnya iterasi. 

3. Loss Validaton menyatakan nilai dari loss function 

pada data validasi, terlihat bahwa pada Gambar 8 

epoch kesatu loss mendapatkan nilai yang cukup be-

sar kemudian nilai itu fluktuatif untuk setiap epoch. 

4. Validation Accuracy val merupakan nilai akurasi 

dari data validasi, terlihat pada Gambar 8 akurasi 

yang didapat 0.5063 atau bisa dibilang 50%, hal ini 

diharapkan terus meningkat seiring bertambahnya it-

erasi. 

 

5. Pengujian Model 

Pengujian model ini akan mengimplementasikan 

callbacks dan earlystoping model checkpoint dengan 

parameter monitor validation loss dengan menggunakan 

400 epochs, ketika loss validaton dianggap sudah opti-

mal akan proses training akan dihentikan. 

 

 

 

 

 

 

 

 

Gambar 14. Pelatihan Model 

 

Gambar 14 merupakan hasil proses pelatihan model 

terhadap jumlah epoch, dapat diketahui bahwa pada 

proses pengujian ini menargetkan akurasi menggunakan 

callbacks earlystoping dengan monitor val los. Model 

berhasil mencapai nilai akurasi 96% pada epoch ke 210 

dan proses pelatihan dihentikan secara otomatis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 15. Grafik Acurracy 

 

Pada Gambar 15 Grafik akurasi terjadi penurunan 

pada validation accuracy, namun akurasi kembali naik 

dan optimal dengan penurunan yang tidak signifikan. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 16. Grafik Lost 

 

Pada Gambar 16 kurva grafik loss sudah terlihat 

cukup baik terdapat beberapa peningkatan yang tidak 

terlalu signifikan, serta mengalami penurunan ketika 

sampai pada iterasi ke 210. 

 

 

Tabel 1 dibawah ini merupakan tabel hasil proses pelatihan 

menggunakan epoch 400 dapat dilihat loss training, training 

accuracy, loss validation, validation accuracy dan waktu 

komputasi per-iterasi. 

 

Tabel 1. Hasil Akurasi 

 
Gambar 11 menunjukan hasil prediksi menggunakan Confu-

sion matriks menggunakan data testing dengan jumlah sam-

pel sebanyak 100 citra yang dibagi menjadi 5 class sehingga 

menjadi 20 citra setiap classnya. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 11. Hasil Prediksi 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖      =    
         𝑇𝑃         

   𝑇𝑜𝑡𝑎𝑙     
 𝑥 100% 

 

=    
         12        

     20     
 𝑥 100% 

 
=    60% 
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𝑅𝑒𝑐𝑎𝑙𝑙        =    
            𝑇𝑃               

        𝑇𝑃 + 𝐹𝑁     
 𝑥 100% 

 

=      
         12       

     12 + 8   
 𝑥 100% 

 

=      60% 

 

  𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑜𝑛       =       
         𝑇𝑃               

   𝑇𝑃 + 𝐹𝑃     
 𝑥 100% 

=     
        12         

     12 + 0    
 𝑥 100% 

 

=   100% 

Berdasarkan perhitungan manual diatas maka akurasi untuk 

jenis daun jambu merah australia yang diperoleh sebesar 

60%. Serta juga memperoleh nilai Recall dan Precession 

sebesar 60% serta 100%. 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖   =    
         𝑇𝑃         

   𝑇𝑜𝑡𝑎𝑙     
 𝑥 100% 

 

  =    
         19        

     20     
 𝑥 100% 

 

=    95%        

𝑅𝑒𝑐𝑎𝑙𝑙      =   
            𝑇𝑃               

        𝑇𝑃 + 𝐹𝑁     
 𝑥 100% 

 

            =     
         19      

     19 + 1     
 𝑥 100% 

 

=   95%        

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑜𝑛  =       
         𝑇𝑃               

   𝑇𝑃 + 𝐹𝑃     
 𝑥 100% 

  =         
         19         

     19 + 2     
 𝑥 100% 

 

=    90% 

Berdasarkan perhitungan manual diatas maka akurasi untuk 

jenis daun jambu gunung yang diperoleh sebesar 95%. Serta 

juga didapatkan recall yang serupa yakni 95%, precission 

yang didapatkan sebesar 90% 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖    =    
         𝑇𝑃         

   𝑇𝑜𝑡𝑎𝑙     
 𝑥 100% 

 

=  
         18        

     20     
 𝑥 100% 

 

=     90%      
 

𝑅𝑒𝑐𝑎𝑙𝑙  =    
            𝑇𝑃               

        𝑇𝑃 + 𝐹𝑁     
 𝑥 100% 

 

          =    
         18      

     20    
 𝑥 100% 

 

=   90%   
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑜𝑛       =     
         𝑇𝑃               

   𝑇𝑃 + 𝐹𝑃     
 𝑥 100% 

 

  =   
         18         

     18 + 1    
 𝑥 100% 

 

   =  95%                      
 

Berdasarkan perhitungan manual diatas maka akurasi dan re-

call untuk jenis daun jambu kristal yang diperoleh sebesar 

90%. Serta diperoleh precission sebesar 95%. 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖    =    
         𝑇𝑃         

   𝑇𝑜𝑡𝑎𝑙     
 𝑥 100% 

 

=    
         18        

     20     
 𝑥 100% 

 

=    90% 

 

𝑅𝑒𝑐𝑎𝑙𝑙      =    
            𝑇𝑃               

        𝑇𝑃 + 𝐹𝑁     
 𝑥 100% 

 

=      
         18       

    18 + 2     
 𝑥 100% 

 

=    95% 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑜𝑛 =   
         𝑇𝑃               

   𝑇𝑃 + 𝐹𝑃     
 𝑥 100% 

 

=     
         18        

     18 + 0    
 𝑥 100% 

 

  = 100%   
Berdasarkan perhitungan manual diatas maka akurasi untuk 

jenis daun jambu mini yang diperoleh sebesar 90% serta 

menghasilkan nilai recall dan precission yang serupa yakni 

95% dan 100%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 11. Classification Report 

 

Untuk menghitung total akurasi yang diperoleh dari data uji 

atau data test dapat menggunakan rumus accuracy sehingga 

diperoleh hasil sebagai berikut. 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖     =    
         𝑇𝑃 + 𝑇𝑁         

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁    
 𝑥 100% 

 

  =     
         12 + 19 + 18 + 18 +  20       

     100     
 𝑥 100%        

 

   =  87% 

 

Berdasarakan perhitungan diatas maka hasil akurasi yang di-

peroleh menggunakan data testing yaitu sebesar 87%. 
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Tabel 2 dibawah ini merupakan hasil dari pengujian terhadap 

training dengan 400 epoch. Digunakan 20 gambar data uji 

dari data test pada masing-masing kelas untuk dilakukan pen-

gujian. Lalu untuk menentukan akurasi dari data testing maka 

dilakukan perhitungan menggunakan rumus akurasi. 

 

Tabel 2 Hasil Akurasi Menggunakan Data Testing 

 
 

 

 

6. Interpretasi Hasil 

Setelah dilakukan Pengujian model mengimplementasi-

kan epoch yang besar dan menggunakan callbacks. Hal 

ini bertujuan untuk mengetahui kinerja model dan men-

cari model yang ideal. Hasil terbaik pada pengujian 

menggunakan data testing mendapat nilai akurasi sebe-

sar 95% yaitu daun jambu gunung. Sedangkan hasil 

terkecil mendapat nilai akurasi sebesar 60% yaitu daun 

jambu merah australia. 

V. KESIMPULAN 

Berdasarkan hasil penelitian yang telah dilakukan dapat 

disimpulkan bahwa “Klasifikasi Jenis Jambu Berdasarkan 

Warna Dan Tekstur Daun Menggunakan Metode Convolu-

tional Neural Networks” berhasil mengklasifikasi jenis jambu 

berdasarkan daun dengan baik atau dapat mengenali jenis 

jambu berdasarkan daun menggunakan data yang baru. Hasil 

akurasi yang didapat menggunakan data training dengan 

jumlah epochs 400 menghaslkan akurasi sebesar 96% pada 

iterassi ke 210. Sedangkan hasil yang diperoleh 

menggunakan data test atau data baru yang tidak terdapat 

pada data training dengan menggunakan 100 gambar yang 

masing masing terbagi menjadi empat kelas sehingga 20 

gambar pada tiap kelas memperoleh hasil akurasi sebesar 

87%. Sehingga pengklasifikasian pada penelitian ini sudah 

membuakan hasil yang baik, model sudah dapat mengenali 

objek dengan baik menggunakan data baru. 
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